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Introduction

The report documents the planning process used to generate the data acquisition plan for the Modified Antarctic Mapping Mission (MAMM) conducted in the fall of 2000. Additionally, it covers the replanning procedure that was developed for dealing with the inevitable data losses that occur as a result of spacecraft and ground system anomalies and failures. Lastly, the appendix describes some of the key software “tools” that were used to aid in the development of the initial acquisition plan, and for the replanning activities during the mission. 

This document will only go into detail regarding the Radarsat spacecraft and its operations as is necessary to understand the acquisition plan and replanning procedure process development. It is assumed that future mission planners will become familiar with the Radarsat program on their own. Similarly, this document is not intended as a tutorial on the use of the Swath Planning Application (SPA), the planning tool developed by the Radarsat program for generating radar acquisition sequences. Descriptions of the use of the SPA program will be limited to that necessary to understand the acquisition plan development process.   

Science Requirements on the Acquisition Plan


The MAMM mission, in addition to re-mapping a large portion of Antarctica for comparison with the earlier AMM data, was to employ a technique known as repeat pass interferometry. By comparing the difference in the signal phase between data collected from one cycle to the next, information about surface change can be gathered. The MAMM mission was to collect 3 cycles of data where, ideally, the same acquisition plan would be implemented each time. This would allow interferometric analysis between cycles 1 and 2, 2 and 3, and 1 and 3, to be conducted. A Radarsat cycle is 24 days (343 orbits) long. The nominal look direction of the spacecraft is “north” so that the radar can image the North Pole. During AMM, the spacecraft was rotated to a south looking orientation so that coverage would extend to the South Pole. For MAMM, the spacecraft was maintained in the north-looking mode, resulting in a coverage hole extending from the South Pole to approximately 80 degrees S. The science requirements dictated that both ascending and descending coverage plans were to be developed, with the goal of complete coverage for both. Note that the term “complete coverage” does not imply coverage in the geometrically inaccessible region previously described, but instead means that there are no coverage gaps in the area that is within reach of the north looking SAR.


The radar can transmit a variety of different beams having varying resolutions and look angles. The different look angles allow coverage of regions with varying distances from the spacecraft ground track to be obtained. The desire was to use the following 5 beams: Fine-1 (F1), Standard-6 (S-6), Standard-2 (S-2), Standard-1 (S-1), and Extended Low-1 (EL-1), with S-3, S-4, S-5, and S-7 as contingency. F-1 has a slightly higher incidence angle than S-6, but has approximately twice the resolution. Given the bandwidth constraints of the system, this also results in a swath width approximately half that of an S-6 beam. This is significant because it requires twice as many F-1 beams to cover the same area as it would S-6 beams, and because the MAMM project was limited to the total amount of data that could be acquired due to concerns regarding spacecraft health. Unfortunately, the F-1 beams are also the most robust in terms of their ability to generate interferometric fringes in the presence of errors in the repeat-pass orbit geometry and spacecraft pointing. So while science would have desired to use this beam as much as possible, the data volume constraints forced the selection of high priority science areas that would be targeted with the F-1 beams. The remainder of the coverage was to be acquired using the standard, and extended low beams. Figure-1 illustrates the high priority areas selected by Ken Jezek, the project scientist.
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Acquisition Plan Development Methodology


Due to the large number of acquisitions that would be required, and the complexity required to target the high priority regions, it was necessary to develop an organized and systematic process for acquisition planning. Additionally, there was a need to minimize the number of acquisitions in order to stay inside the allocations for total SAR on time and total onboard recorder (OBR) usage. Thus, there was also a need to develop a plan that minimized the amount of redundant coverage. The McMurdo ground receiving station in Antarctica could be used to collect SAR data in a real-time, “bent-pipe” mode. However, not all the SAR passes required for complete coverage are contained within the McMurdo downlink mask. These non-realtime data would need to be stored in the OBR for later playback at one of the other 3 ground receiving stations used during the mission: ASF, Gatineau, and Prince Albert. The MAMM mission was limited to 650 minutes of OBR data per cycle. 

After some study and investigation, the following process was developed. Note that the Radarsat cycle of 343 orbits in 24 days results in a little more than 14 orbits per day. If we use the SPA to generate the first 14 ascending orbits in a cycle using the S-6 beam, the coverage pattern shown in Figure-2 results.
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If we now add a 14-orbit sequence beginning with orbit 172, the mid-point of the 343 orbit repeat sequence, we get the coverage shown in Figure-3. Note that these swaths exactly bisect the initial sequence. Continuing, we add two, 14-orbit sequences beginning with orbit 86 (1/4 cycle) and 258 (3/4 cycle point). Again, these swaths bisect the initial 2 sets. This is shown in Figure-4, which illustrates a small region. For clarity, only one swath from each of the two new sequences is shown (in blue). Also note that the starting points of these orbits have been edited (arrows) to reduce the amount of overlap, and thus redundant coverage. For the next step, it now requires 4, 14-orbit sequences to bisect the existing swaths with starting orbits on 43, 129, 215, and 301, representing starting orbits at 1/8, 3/8, 5/8, and 7/8 cycle. Figure-5 illustrates the same region as Figure-4, with only one of these orbits (in blue) shown for clarity. Again, note that the starting point has been moved (edited in SPA) significantly later to reduce redundant data, and that the orbits from this sequence yield full coverage out to the coast. Because the Antarctic coastline is not at a constant latitude, and because of the inclination of the Radarsat orbit, the coverage generated by these 8 sequences of 14 orbits does not achieve complete coverage of the entire coast line, especially on the Antarctic peninsula. However, nearly complete coverage (down to the southern limit of the S-6 beams) was obtained using approximately one third of the available orbits. Note that the actual number of orbits per day is actually closer to 14.3. As a result, some of the 14-orbit sequences actually contain 15 orbits. 
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More importantly, it leaves the remainder of the interleaved 14 orbit sets free for use with F1, S2, S-1 and EL-1 beams. Adding 14 to the starting orbit number of the 8, 14-orbit sets already described, generates a second identical set, although slightly shifted in longitude. Similarly, adding 14 to the staring orbit number of this second set, yields a third set. One can work with any individual set, achieving complete, or almost complete coverage, depending upon which beam was being used, without having to constantly check if a given orbit had already been “used”.  While in reality, the process was a somewhat more complicated than what has been described, this approach gave a good start for developing a systematic methodology for developing the remainder of the acquisition plan.


Once this basic coverage sequence concept had been established, the F-1 plan was addressed. As the swath width is approximately half that of the S-6 beams, twice as many swaths are required to fill a given area. The result was that even using all of the remaining non-S6 swaths, full coverage of the F-1 regions could not be obtained. However, since these high priority regions were located near the coast, the S-6 beam end points could be shortened and a beam-switch to F-1 implemented; it was not necessary, and in fact not desirable, to have redundant F-1 and S-6 coverage. Transitioning from a region where the S-6 coverage extends to the coast to one where the F-1 beams achieved the requisite coverage proved an intricate task. To minimize the number of such transitions, it proved advantageous to “connect” a number of the smaller, high priority regions, into larger contiguous regions. The resulting F-1 ascending coverage is shown in Figure-6. The S-6 map with swaths edited to match the F-1 map is shown in Figure-7. A side-by-side comparison of these two plans should give the reader a good feel for the basic editing approach that was used to interleave the F-1 and S-6 coverage sequences. It was necessary to use 3, S-5 acquisitions (172.78056, 174.77696, and 315.77602) in the ascending plan to close a gap between the transition from S-6 to F-1 at high latitudes that could not be accomplished otherwise.

Once the S-6 and F-1 plans had been developed, it was fairly straight forward process to add the S-2, S-1 and EL-1 acquisitions. Due to their increasingly southern location, the increased redundant coverage meant that fewer orbits were required. Figure-8 illustrates the complete ascending plan (note that the 3, S-5 orbits previously identified are lumped under the S-6 legend). Development of the descending plan followed along similar lines. The complete descending plan is shown in Figure-9. Four small holes near the Amery Ice Sheet could not be closed in the descending plan. Five descending data acquisitions were scheduled to fill these holes in the month prior to the start of the first MAMM cycle. The coverage obtained from these short “hole-fill” acquisitions is shown in Figure-10.  
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Final MAMM Plan Parameters


The final MAMM plans for all three cycles are contained in the folder Final MAMM Plans. The acquisition sequences are split by beam, and again by ascending and descending orbit geometry. Following is some miscellaneous information regarding the MAMM acquisition plan. 

Three plans, one for each MAMM cycle, all identical. First data take:

Cycle-1:
orbit 73-105, 19:35:57 UTC    
3 Sept

Cycle-2:
orbit 74-105, 19:35:57 UTC 

27 Sept

Cycle-3:
orbit 75-105, 19:35:057 UTC 
21 Oct
Total SAR acquisition time per cycle: 1506.5 min.

· RTM: 910.5 min

· OBR: 596.0

Total Number of Data Acquisitions: 818

· RTM: 532

· OBR: 286


Fairbanks: 
       
105

Gatineau:            
104

Prince Albert:      
  77
Standard-5 used on 3 occasions in ascending plan.

· 172.78056

· 174.77696

· 315.77602

No data acquisition on 4 orbits: 

· 82, 83, 229 and 296
Constraint Checking and Resource Usage Using Aspen

As with all spacecraft, sequences uplinked to Radarsat must first be constraint checked to insure that various parameters are within acceptable bounds. Since it is a time consuming process to use the final sequence generation software to perform this task, it is highly desirable to have some level of constraint checking built into the sequence planning process so violations can be detected early. The prime Radarsat spacecraft operational constraint was insuring sufficient time in the sequence when switching between one data take and the next (13.25 seconds => 0.0022 orbits). Additionally, the constraint checking process usually incorporates some level of resource usage monitoring. As there was a requirement on the project to minimize OBR usage to 650 minutes per cycle, having a method of determining if a given acquisition was within the McMurdo mask, and thus could go real-time, was imperative. 

The Artificial Intelligence Group at the Jet Propulsion Laboratory had previously developed a program for doing automated planning and scheduling of complex, interrelated tasks called Aspen (Automated Scheduling and Planning Environment). They were approached by the MAMM planning team to investigate whether Aspen could be adapted to work within the Radarsat environment. During a series of meetings, it was concluded that Aspen’s capabilities would be extremely useful to the MAMM acquisition sequence development process. Modifications required included adding additional “knowledge”, i.e., specifics about the Radarsat spacecraft, geometry of the McMurdo and other ground receiving stations acquisition masks, etc. Additionally, front and back-end interfaces were developed to deal with the Radarsat unique file formats. It was not necessary to make any changes to the Aspen core functionality.  The MAMM Automated Mission Planner that was developed as a result of this effort is described in the accompanying file The RadarSAT-MAMM Automated Mission Planner.doc.

Replanning Activities at the Canadian Space Agency (CSA)

During the MAMM mission, JPL personnel were located on site at CSA as part of the NASA replanning team (NRT). The NRT was an element of an overall coordinated replanning effort that involved personnel from the Alaska SAR facility (ASF) and CSA. The purpose of the replanning team was to respond to anomalies that resulted in lost data by: a) identifying the resultant lost coverage: b) finding, (if possible) data acquisitions that could be used to fill the coverage gap, and: c) coordinating with CSA and ASF to insert the replanned acquisitions into the sequence. Prior to first cycle start (3 September, 2000), a number of replanning rehearsals were conducted. The overall replanning procedure and description of the rehearsal activity is contained in Appendix A, “Modified Antarctic Mapping Mission Anomaly Replanning Procedure and Rehearsal Test Plan”. The detailed procedure for the NRT activity is contained in Appendix B, “NASA Replanning Team (NRT) Anomaly Response Procedure”.
Because the primary goal of the mission was repeat pass interferometry, it was desirable to schedule the same replan for lost coverage inserted into any given cycle, in the remaining cycles, assuming any remained. For example, if data was lost during Cycle-1, and an acquisition was identified to fill the hole during the remaining Cycle-1 orbits, this same acquisition would also be scheduled in Cycles-2 and -3. This was necessary if interferometric pairs of the original lost data were to be generated. 


On 25 September (~22 days into the mission), the McMurdo ground receiving station in Antarctica suffered an anomaly that resulted in the loss of this facility for most of the remaining mission. Fortunately, CSA was able to replan a vast majority of the data acquisitions from realtime to OBR resulting in only a minor data loss. A timeline description of the events at McMurdo is included in appendix C.

Software Tools

A number of software tools were developed during both the AMM and MAMM missions to facilitate both the initial acquisition planning and, the replanning in the advent of a data outage. Most were written in the Pearl scripting language, some in C. Some of these tools developed during the AMM mission were not used during MAMM as the process employed at CSA had undergone various changes. Legal restrictions prevent the source code from being distributed. However, brief descriptions for the more significant programs have been included for reference as they can help provide the reader with a better understanding of the kinds of processes that were required to implement the AMM and MAMM missions.

MMO2SPA22E.pl: CSA generates a product call the Planning Status Report (PSR). This file is a complete listing of the all the radar acquisitions. This pearl program is used to generate a SPA html file so the sequence as planned by CSA can be viewed in the SPA. The original version of this program was named MMO2SPA.pl. This new version contained some edits to insure that the ascending EL-1 orbits whose start times occurred prior to the 0.75 fractional orbit break point between ascending and descending, were binned into the ascending file. 

SPA2XCL.pl: This program formats the SPA user request file (.htm) for ingesting into Excel. 

Split.exe: Splits a SPA user request file (.htm) into OBR and realtime user request files. 

Chkhtm.pl, Edithtm.pl, Extrhtm.pl Mergehtm.pl: Series of Pearl scripts that perform the title described function on a SPA user request (.htm) file.

EXP2GPCT.pl: The program extracts and formats swath coordinates and swath identification from SPA ASCII Export Files (.geo). The data is converted into GPCT overlay files which can be displayed using the SPA.  The intent is to use GPCT to display complete swaths to verify ground coverage.

Appendix A.

Modified Antarctic Mapping Mission

Anomaly Replanning Procedure

and

Rehearsal Test Plan

_______________________

Prepared By Richard Austin

JPL

1.0 Introduction

The purpose of this document is to describe the end-to-end process of how data losses that occur during the acquisition of MAMM image data could compensated for by a modification to the nominal acquisition plan. These replanned activities could take the form of a modification to an existing data take, and/or, the addition of new data acquisition activities. To train the MAMM team in their ability to implement this process, a rehearsal is planned as part of the MAMM Readiness Review to be conducted at CSA on 9, August 2000.  A preliminary exercise was conducted on July 10 and lessons learned from that rehearsal form the basis for many of the procedures in this report.  Details of how the rehearsal will be conducted are covered in section 4.0.  A final rehearsal is planned just before the start of acquisitions.

Appendix A contains a detailed description of the activities of the NASA Replanning Team (NRT) both in terms of their response to a data loss, and routine activities such as producing the daily coverage maps. Nominally, this would be a separate document, but in the interests of simplicity and brevity, I have elected to include this material as part of one package. 

2.0 Overview 

In the event data is lost during the MAMM mission, a replanning activity will be initiated to attempt to recover as much of the lost data as possible. The replanning process includes: detection of data loss; reporting of a data loss to CSA; replanning data acquisitions designed to reacquire as much of the lost data as possible; provide the replanning information to CSA in accordance with their planning and uplink timeline; reporting to ASF the replanned acquisitions for the purpose of SAR on-time and OBR allocation tracking. Below is a brief synopsis of the replanning sequence. Note that the level of detail is not consistent across items. The listing is intended to illustrate the major activities with attention to finer detail where appropriate. 

· Data loss identified (tracking loss at McMurdo, ASF, PASS or GSS, Fastscan problem detected at GSS or PASS, or via Scan Results File at ASF)

· ASF, PASS, GSS reports loss to CSA via Post Pass Summary (PPS) and call to hot line @ 450.926.5155.

· Loss reported to NASA replanning team (NRT) by CTC via MAMM Anomaly Report Form (MARF)

· NRT identifies new/altered data takes and submits replans to CTC by 13:00 UTC (9 am local) via MARF

· CTC constraint checks and verifies with NRT via CRM Report, then submits to MMO by 14:00 UTC

· Nominal CSA planning and uplink process followed

· NRT submits replanned data acquisitions (SPA files) to ASF for allocation tracking (email and ftp)

Note that this procedure deals with data losses that result from the inevitable small problems and errors associated with any space mission. Such losses are typically characterized as random in nature and can be assumed to be limited to only a few data takes or at most, a few orbits, at each occurrence. However, there always exists the possibility for more serious anomalies that would result in a significant change in the scope of the mission. While it is impossible to a-priori consider every possible failure, two such conditions have been identified and the mission response considered. These are the loss of the McMurdo Ground Receiving Station, and any spacecraft anomaly that would result in the reduction of the system SAR data acquisition capacity. The details of how the mission would be replanned in the event of these anomalies are covered in section 5.0, Contingency Replanning Activities.  

3.0 Replanning Procedure

This section describes in more detail the steps outlined in section 2.0. 

3.1 Detection of Data Losses

Four ground receiving stations (GRS) will be used for the reception of MAMM data; McMurdo, ASF, Prince Albert, and Gatineau. Data collected at McMurdo is realtime, that is, the spacecraft acts as a bent pipe relaying data collected by the SAR directly to the GRS (McMurdo). Data collected at the other stations has been previously recorded onboard the spacecraft (OBR) and is being received in a playback mode. Data losses can occur by one of two mechanisms: 1) a spacecraft anomaly and/or ground receiving station anomaly or operator error results in data not being recorded. 2) data is successfully recorded, however, some corruption has occurred and the data may not be processable. 

Any data not recorded are summarized at the end of each pass in a post pass summary (PPS) report. These reports are generated at ASF, Prince Albert and Gatineau and delivered to the CSA Mission Control Facility (MCF) via fax. In addition, ASF will place a call to the MMO Hot-line (450.926.5155) to alert personnel that a data loss has occurred. In order for data lost during reception at McMurdo to be identified, ASF will need to access the McMurdo database by ftp and extract the information.   

This second category of data loss is more accurately described as a ground receiving station data recording loss and will be determined in one of two ways. Tapes recorded at ASF will be scanned and a Scan Results File (SRF) generated. This is nominally done within 2 hours of a pass. Tapes from Prince Albert and Gatineau will also be subjected to the SRF process at ASF. However, these tapes will only be shipped to ASF once per day so there is potentially a few days delay in ascertaining data quality via this method. An alternative process for assessing data quality (Fast Scan) exists at Prince Albert and Gatineau. Data collected at these stations will be fast scanned within a few hours of collection. 

3.2 Reporting of Data Losses to CSA

Data losses are reported to CSA by different routes depending upon the type of loss, and where it occurred.

3.2.1 Post Pass Summaries

A PPS shall be generated following each pass at ASF, MGS, Prince Albert and Gatineau and faxed to CSA. Additionally, each station will notify the CSA Mission Management Office with a call to the hotline. ASF will ftp into the McMurdo database following each pass, and retrieve information on pass reception quality. ASF will then generate a PPS for MGS based upon this information.

3.2.2 Scan Results Files

ASF will scan each tape as it is made available and report the result of the SRF to CSA via the PPS process (fax and phone to the CSA hotline). 

3.2.3 Fast Scan Results

Ohio State University (OSU) staff stationed at Prince Albert and Gatineau will fast scan each tape following a pass and report the results to the Station Manager and to the NRT at CSA. The NRT will be notified by a phone call and will receive a fax of the Fastscan Downlink Checklist report. The NRT shall be notified at:

phone @
450.926.xxxx

fax @ 

450.926.xxxx

3.3 Reporting of Data Losses by CSA to NASA Replanning Team 

Once notified of a data loss, the CSA MCF notifies the OCP who in turn notifies the CTC. The CTC supplies the NRT with details of the data loss via the MAMM Anomaly Report Form (MARF, see Figure-1). A separate MARF form will be used for each orbit that data losses have occurred. 

3.4 CSA and NRT Replanning Activity

The NRT then begins the replanning process by using the SPA to identify the “hole(s)” that result from the lost data and searching for opportunities to re-acquire the lost image data. While replanning can begin as soon as the NRT is alerted to the loss of data, any replans identified whose execution will occur in the next sequence must be completed within a time period that conforms to the sequence generation timeline (see Figure-2). Verification of the new composite plan is accomplished by converting the SPA file to export-ASCII and examining the result with the ARC-INFO program. Any replans that are to be included in the next sequence (active at 19:00 UTC) must be delivered to the CTC by 13:00 UTC (9 am local time). The NRT delivers the replanned acquisitions using the same MARF form. Since the modifications to the composite acquisition plan to reacquire the image data from a single data loss can be comprised of more than one replan activity, each MARF delivered from NRT to the CTC will contain only one data loss and it’s associated replans. The CTC constraint checks the replanned acquisitions and verifies the replan by supplying the NRT with the planning status report (PSR) CRM???. The CTC then delivers the replan to the MMO by 14:00 UTC and the sequence generation and uplink process proceeds per nominal CSA operations. This minimum time of 1 hour for the CTC to check the replanned acquisitions and subsequently deliver them to the MMO is unlikely to occur as most replanned acquisitions are made using orbits that are associated with the 3 and 7-day near-repeat cycles. As a result, in most cases, notification of data loss will have occurred at a time early enough to allow sufficient time for the replanning activity. 

3.5 Reporting of Replanned Activities to ASF and OSU Personnel

ASF is responsible for tracking two spacecraft resources: total SAR on-time and total OBR usage. The NRT shall deliver to the ASF Acquisition Planner (AP) the replanned observations in the form of standard SPA .htm files. Each file shall contain only one replanned observation with the following naming convention: 
Cycle #_rel-orbit_D0020_RT-MCM.htm, or

Cycle #_rel-orbit_D0020_OBR.htm, 

for realtime and OBR, respectively

Examples would be:

73_214_D0020_RT-MCM.htm

73_35_D0020_OBR.htm. 

73 is the cycle number and 214 the truncated relative orbit. Subsequent replans in the same orbit should be noted by appending a successive letter, e.g., 214a, 214b, etc. No leading zeros in the relative orbit portion of the name (i.e., 35, not 035).

Since replanning often extends existing acquisitions rather than adding entirely new ones, the submission to the AP shall also list the acquisition to be abandoned, i.e., those that are to be substituted with an extended acquisition.

The primary notification process is email and a phone call to the AP. The SPA files shall also be staged to the indicated ASF ftp site as a backup to the email.

Email:
TBD

ftp:
TBD

Additionally, OSU personnel at Gatineau and Prince Albert must be notified of the replanning changes for their Fast Scan activity.

4.0 Rehearsal Activity

It is standard operating procedure to conduct rehearsals of most mission critical operations, especially those for which there are time constraints. Typically, the various elements of a given process are tested individually, leading up to an end-to-end test. Rehearsal activities for some of the replanning elements have already begun. Our goal for MAMM is to have tested all of the individual replanning process elements (as detailed in Section 3.0) prior to the readiness review. During the readiness review meeting at CSA, an end-to-end simulation of the replanning activity is scheduled. At this time, the project will attempt to exercise as much of the replanning process as feasible, under the limitations of a simulation. Rehearsal activities will continue after the review until just prior to mission start. 

Two rehearsals are planned, the first simulates a loss of tracking data at McMurdo, the second, an error detected in a scan results file at ASF. In both cases, the replanning schedule will follow the CSA planning timeline given shown in Figure-2; NRT will submit replans to the CTC at 13:00 UTC (9 am local). A short meeting is scheduled following the completion of each rehearsal to discuss the results, make changes, etc. 

A brief schedule for rehearsal activities at the readiness review follows. A detailed checklist of the activities is given in Table-1. The times for the notification of data loss have been intentionally left unspecified as they will be random during the mission. We will simulate two types of data losses: tracking anomaly at McMurdo and error detected via SRF at ASF. The assumed mission day is again unspecified and will be determined by the data losses reported from McMurdo. As a guide, the two losses should occur approximately 1/3 and 2/3 into the first cycle, respectively.  
8-8
9 am
Rehearsal kick-off meeting at CSA rm:TBD

· review of plan, last minute questions, etc.
? am
Loss of data at McMurdo. 

8-8
pm
Meeting of NASA participants at Radisson.

8-9 Readiness Review

8-10
8 am
NRT begins replanning McMurdo losses (pending notification by 

CTC).

8-10
10 am
Replanned activities submitted to MMO.

8-10
1 pm
Meeting at CSA to review results of rehearsal, make changes, etc.

8-10
? pm
ASF detects loss of data from SRF.

8-11
8 pm
NRT begins replanning SRF loss (pending notification by CTC).

8-11
10 am
Replanned activities submitted to MMO.

8-11
12 am
Meeting at CSA to review results of rehearsal, make changes, etc.

The NRT replanning activity will end with the submission of the replanned acquisitions via the MAMM form to the CTC and the CTC’s constraint checking of the plan and subsequent verification by NRT. In a worst case scenario, this time could be limited to 1 hour so the rehearsal should attempt to meet this mark. Since from this point forward CSA would follow nominal sequence development and uplink procedures, there is no need for CSA to proceed any further with this aspect of the simulation. Each of the two replanning exercises end with the NRT sending the replanned observations to ASF to satisfy the resource tracking requirement. 

A checklist of the events to be exercised during the rehearsal are listed in Table-1. 
5.0 Contingency Replanning Activities

This section discusses the MAMM response to one of two major mission anomalies. The loss of the McMurdo ground receiving station and a reduction in the capacity of the spacecraft data acquisition capability.

5.1 Loss of McMurdo Ground Receiving Station

In the advent McMurdo becomes inoperable, the plan is to remove all non-F1 data acquisitions and convert all realtime F1 to OBR. The NRT shall supply CSA with a list of all data acquisitions to be abandoned. CSA would convert the realtime F1 observations to OBR.

In the event of the loss of the McMurdo station, there will be an increase to the OBR allocation.  The MAMM OBR allocation is 650 minutes per cycle.   With the loss of MGS the MAMM OBR and US Government OBR allocation (normally 114 minutes per cycle) combined will total 1000 minutes per cycle. The total F1 SAR on-time is approximately 840 minutes so in a worst case scenario where McMurdo was lost for an entire cycle (or more), it would be possible to collect all of the F1 data and still remain within the OBR allotment. 

Given the duration of the MAMM mission, a failure at McMurdo does not necessarily mean that the station will be inoperable for the remainder of the mission. In this case, we would not automatically replan the remainder of the mission as described above, but would instead proceed with a more measured approach. For example, if the initial prediction was that McMurdo would be down for at least a week, we would make these changes for only the next week’s worth of acquisitions. This process would be repeated until either McMurdo was back on line, or until it became clear that it would not be operational prior to nominal mission end in which case the remainder of the acquisitions could be replanned en masse (or per CSA dictates).

5.2 Reduction in Spacecraft Data Acquisition Capacity

Regions of high science priority to be targeted in the advent of reduced mission capacity have already been identified and converted into SPA region files. Given an estimate of the maximum per cycle SAR on-time, the NRT would use the SPA to reduce the nominal acquisition plan so that only these regions were covered. In the advent the reduction in SAR on-time would preclude the previously identified regions from being acquired, the NRT shall work with Ken Jezek to further reduce the plan to fit within the given spacecraft capacity.

Figure-1. MAMM Anomaly Report Form
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Table-1. Replanning Checklist

(
Date:Time
Event Description

(
8-8: am
Reception anomaly occurs at McMurdo GRS. Note: data loss should occur for pass approximately 

1/3 into first cycle and be limited to some/all acquisitions associated with a single pass.

(
8-8: am
ASF generates PPS and faxes to CSA MCF. ASF calls MMO hotline.

(
8-8: am/pm
CSA MCF notifies the OCP who then notifies the CTC that a data loss has occurred

(
8-8: am/pm
CTC fills out MAMM Anomaly Report Form (MARF) and delivers it to NRT in room TBD.

-----------------------

(
8-10: 8 am
NRT begins replanning activity.

(
8-10: 9 am
NRT delivers replanned activities to CTC via MARF (nominal 13:00 UTC).

(
8-10: 9-10 am
NRT constraint checks replanned activities. Confirms with NRT via CRM and PSR.

(
8-10: 10 am
NRT submits replanned activities to MMO (nominal 14:00 UTC).

(
8-10: 11 am
NRT delivers spa files of replanned activities to ASF for resource tracking. NRT also notifies personnel at Gatineau and Prince 




Albert of replanned activities.

---------------------

(
8-10: 1 pm
meeting to discuss results of first anomaly response test

---------------------

(
8-10:  pm
CSA detects processing data loss via SRF. Note: data loss should occur for pass approximately 

2/3 into first cycle and be limited to some/all acquisitions associated with a single pass.

(
8-10: pm
ASF generates PPS and faxes to CSA MCF. ASF calls MMO hotline.

(
8-10: pm
CSA MCF notifies the OCP who then notifies the CTC that a data loss has occurred

(
8-10: pm
CTC fills out MAMM Anomaly Report Form (MARF) and delivers it to NRT in room TBD.

-----------------------

(
8-11: 8 am
NRT begins replanning activity.

(
8-11: 9 am
NRT delivers replanned activities to CTC via MARF (nominal 13:00 UTC).

(
8-11: 9-10 am
NRT constraint checks replanned activities. Confirms with NRT via CRM and PSR.

(
8-11: 10 am
NRT submits replanned activities to MMO (nominal 14:00 UTC).

(
8-11: 11 am
NRT delivers spa files of replanned activities to ASF for resource tracking. NRT also notifies personnel at Gatineau and Prince 




Albert of replanned activities.

---------------------

(
8-11: 12 pm
meeting to discuss results of second anomaly response test

---------------------

Appendix B.
NASA Replanning Team (NRT)

Anomaly Response

Procedure

_______________________

Prepared By Richard Austin

JPL

1.0 Introduction

2.0 Response to Data Loss

2.1 Creating and Editing the PSR

The data loss are reported on the MARF which will be emailed to the NRT by the CSA CTC. Each MARF contains the losses from a single orbit. In \spa\userreq, create a new folder using the date as the folder name. Copy the latest PSR XXX_pl.txt) supplied by CSA after the last replan. Open the document (Wordpad) and extract just the current cycle (nominally this should be cycle-1 only) and save to as a separate file with the name derived from the day and month of the anomaly, i.e., dd-mmm_pl.txt. Edit this file to reflect the losses detailed on the MARF.

To aid in the replan, it is useful to have a printed copy of the available orbits. The edited PSR just created can be either printed out in its entirety and a mark draw at the first available orbit, or the file can be edited down so as to contain only those orbits that are available. Identifying the first available orbit isdone using the table at the end of this document. The list contains, for each day of the cycle, the date the sequence would have to be finished, the start date of the sequence, and the first data take to go active in that sequence.

2.2 Generating the SPA and Export ASCII Files

Using the Perl script MMO2SPA22E.pl, generate a separate ascending and descending plan, (e.g., asc.htm and des.htm). Open each of these files in the SPA and generate export ASCII maps for delivery to OSU personnel by choosing File|Export ASCII. Do this for the separate ascending and descending plans.  

Email the files to: Teresa Van Vleck
vanvleck@frosty.mps.ohio-state.edu. 

2.3 Accessing Lost Coverage via GIF Files

The OSU personnel will generate and return gif images of the ascending and descending plans for accessing lost coverage. There may be cases where a lost data take may not generate a hole in the composite coverage map. (This situation is probably limited to a lost S2 and S1 data takes.) Note: Since a goal of the project is interferometry as well as a complete map, it may be useful to examine the effect of the lost data on a map of acquisitions of the same beam. For example, if an ascending S6 is lost, it may be useful to generate a SPA file (using MMO2SPA22E) of just this data to evaluate the impact on S6 interferometry. Confer with the Project Scientist (PS) as to whether the missing data warrants a replan.

2.4 Replanning Activity

Three options are available for filling missing data.

1) add a new data acquisition using the same beam

2) extend and existing acquisition 

3) add a new data acquisition using a different beam

Note: Open the amm_coast.rgn region file. This will constrain the swath generation to the Antarctic area.

The most desirable approach is to attempt to fill the missing data take with a data take using the same beam making use of the fact that adjacent orbits are spaced in numerical orbit number by 100. Moving clockwise, the numbers increase, and visa versa. The orbit numbers are modulo 343 so the next swath to the right of 300 is 57 (300 + 100 – 343). For example, if there is a hole just to the right of an S6 data take on orbit 152, check if orbit 252 is available by examining the printed list of available orbits. If 252 is not available, check for the availability of the next orbit (9 = 252 + 100-343). Check for data takes that precede or follow the proposed swath to be sure there is sufficient beam switch time. Swaths must be separated by 0.0025 orbits (about 15 seconds, the actual minimum requirement is 13.25 seconds). Using the generate function (Swath|Generate), select start and end beam S6, start orbit = 252 and end = 253. This will constrain the program to generating this single data take. In order to edit the swath, it must first be “tagged” by selecting Swath|Tag Swath (function key F5), then double clicking on the swath. It can now be edited as described above (F6). Note: There is a 3-day near repeat cycle with a separation of 43 rather than 100 orbits. This can be tried as well.
F1 data losses, depending upon the latitude of the loss, are handled somewhat differently. North of approximately 73 degrees S, every available orbit is necessary for complete coverage so there is no opportunity to add additional data takes. One option is to use the near and far swath option for the F1. For example, assume there are F1 data takes on orbits 40, 140 and 240 and that 140 is lost. By making 240 an F1 near and 40 and F1 far, these orbits will be shifted sufficiently to fill the hole created by the lost 140 data. However, north of approximately 70 degrees S, using this technique will results in holes to be opened between the shifted swaths and their neighbors, i.e., between 240 and 340. The near and far options are invoked by appending an “N” or “F” to the F1 beam designation in the swath definition of the spa html file (using a text editor) as shown below:

<INPUT TYPE="hidden"NAME="swath-1"VALUE="73|105.69501|0.01966|1|F1N|0|5|Realtime">

<INPUT TYPE="hidden"NAME="swath-1"VALUE="73|105.69501|0.01966|1|F1F|0|5|Realtime">

South of 73 degrees S, only every other orbit is required for complete coverage. Thus, there are potential available F1 data takes that may be added. These can be found as described above for the none F1 data.

Notes on using the spa. If you are in the process of editing a swath, every time you use the zoom function, select window function (cntrl-W), or shift center function (cntrl-C), it is necessary to reselect the edit function (F6) for it to be active again.

2.5 Confirming Replans with OSU

Once the replans have been made to the ascending and descending SPA files, create new export ASCII and email to OSU for confirmation that the holes have been filled (see section 2.2 for details).

2.6 Filling Out the MARF and Confirming With the CTC

Fill out the electronic version of the MARF received from CSA. An edit to an existing data acquisition has two entries; 1) an abandon of the existing data take (enter in the Abandon section), and 2) entering the new data take in the Re-plan section. New data takes will be recorded in the Re-plan section only. The comments field is to be filled in according to the following (see example MARF at end of this document).

Note: All replan actions for the current cycle (Abandon and Re-plan) should nominally be entered for the remaining cycles (see example MARF).  The data take that was lost will be left in the sequence for subsequent cycles.

Comment: “Resolution of "MAMM Anomaly number", X/Y, D0020”

where MAMM Anomaly number = identification of the anomaly (written on the MARF) 

where X = xth re-plan out of Y re-plans required to resolve the anomaly where D0020 = code used to track MAMM requests 

The MARF(s) are due to the CTC by 13:00 UTC (9am local). From 13:00 UTC to 14:00 the CTC will constraint check the replans and confirm the results with the NRT via the CRM and the Planning Status Report (PSR) forms. With the PS concurrence, the NRT is given the go-ahead to submit the replans to the MMO.

2.7 Reporting Replans to ASF

     ASF is responsible for tracking two spacecraft resources: total SAR on-time and total OBR usage. The NRT shall deliver to the ASF Acquisition Planner (AP) the replanned observations in the form of standard SPA .htm files. Each file shall contain only one replanned observation with the following naming convention: 
Cycle #_rel-orbit_D0020_RT-MCM.htm, or

Cycle #_rel-orbit_D0020_OBR.htm, 

for realtime and OBR, respectively

Examples would be:

73_214_D0020_RT-MCM.htm

73_35_D0020_OBR.htm. 

73 is the cycle number and 214 the truncated relative orbit. Subsequent replans in the same orbit should be noted by appending a successive letter, e.g., 214a, 214b, etc. No leading zeros in the relative orbit portion of the name (i.e., 35, not 035).

Since replanning often extends existing acquisitions rather than adding entirely new ones, the submission to the AP shall also list the acquisition to be abandoned, i.e., those that are to be substituted with an extended acquisition.

The primary notification process is email and a phone call to the AP. The SPA files shall also be staged to the indicated ASF ftp site as a backup to the email.

Email:
TBD

ftp:
ftp.asf.alaska.edu   

Log on anonymously...place SPA files in: /incoming/mamm
The simplest manner in which to do this is as follows. For example, if the replan is of an ascending S6 data take, open the S6_asc.htm file in Notepad and then save with the desired file name. Then, remove all data takes except the replan. Save and exit the file. Now open the file with spa, then save it. SPA will automatically re-sort all the file internal parameters. The file may now be delivered to ASF as specified in section 3.5.

2.8 Reporting Replans to OSU Staff at Gatineau and Prince Albert

OSU staff at the Gatineau and Prince Albert stations must be alerted to the new acquisition plan for their Fast Scan Activity. When the new PSR (following a replan) has been delivered, run MMO2SAP22E with no switches on the full (all 3 cycles plan). An output of MMO2SPA is a .dat file that includes the start and end times, down link stations, etc. This file should be pulled into and Excel spread sheet and transmitted to Katy Noltimier at ASF. She will distribute the file to OSU staff at the various stations. 

3.0 Daily Activities

3.1 Confirming Data Reception

3.2 Generating Daily Maps

Figure-1. MAMM Anomaly Report Form
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                                                             Example MAMM Anomaly Report Form  (MARF)

Date:  7 sep. 2000


MAMM Anomaly number         R25101                  Type of anomaly:      Hardware/Software failure MGS        Orbit:   25274

	
	ObsSpec ID
	Cycle
	Orbit start
	Duration
	Beam
	RT or 

OBR
	Comments
	CTC
	MP

	Data Loss
	304040
	73
	151.72198
	0.01706
	S6
	RT
	73_151_D0020_FM-OUT.htm
	
	

	
	304042
	73
	151.75000
	0.014
	EL1
	RT
	73_151a_D0020_FM-OUT.htm
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Abandon

to be able to plan resolution
	
	
	
	
	
	
	
	
	

	
	  
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Re-plans 
	 
	73
	251.72591
	0.02155
	S6
	RT
	Resolution of R25101, 1/6, D0020
	
	

	
	
	74
	251.72591
	0.02155
	S6
	RT
	Resolution of R25101, 2/6, D0020
	
	

	
	
	75
	251.72591
	0.02155
	S6
	RT
	Resolution of R25101, 3/6, D0020
	
	

	
	
	73
	251.75
	0.016200
	EL1
	RT
	Resolution of R25101, 4/6, D0020
	
	

	
	
	74
	251.75
	0.016200
	EL1
	RT
	Resolution of R25101, 5/6, D0020
	
	

	
	
	75
	251.75
	0.016200
	EL1
	RT
	Resolution of R25101, 6/6, D0020
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	



 

Table-1. Replanning Checklist

(
Task

(
Create new directory with name = anomaly date and copy the latest PSR file.

· Using Wordpad, extract the current cycle entries from the composite PSR and save as a separate file (ie, 23-Sep_pl.txt). 

· Make a second copy of 23-Sep _pl.txt and delete all orbits up to the first orbit that would be available for replanning (see table).

Print out a copy of this file to use during the replanning process. (print in Landscape mode).

(
Edit 23-Sep_pl.txt to reflect the data losses detailed in the MARF.

(
Using MMO2SPA2E, extract either/both as necessary, an ascending/descending spa file.

(
Open the .htm files in spa and create export ASCII files. Email to OSU (Katy/Tereasa).

· Using the Spa and images from OSU, fill the hole(s). First attempt to fill with same beam using 100 orbit near repeat.
1. Open amm_coast.rgn region file to constrain swaths when using Generate function.

2. Function key F5: Selects swath (after generate, choose F5 than double click on new swath)

3. Function key F6: Select edit swath (move swath start and end points)

4. Function key F7: Select split swath (splits swath into two sections at cursor)

· When done, create new export ASCII files of replanned ascending and descending plans and email to OSU for confirmation that the holes have been filled.

(
Fill out MARF (see example MARF). Entries in the Abandon section (ie, as part of editing an existing data take) should be repeated for all subsequent cycles. Replans (new acquisitions) should also be repeated for each subsequent cycle.  In the comments field indicate which data loss the replan entry (Abandon and/or Replan) is addressing. Submit to CSA CTC. Note: Do not submit lost data takes in Abandon section. These lost data takes will be removed automatically by CSA in the next PSR generation.

· Confirm CSA implementation of replan via CRM form. Give go-ahead to CTC to submit replan to MMO.

· Generate single data take spa files for ASF resource tracking. Names must conform to convention given in Sect. 2.7.

Email to ASF and stage at ASF ftp site. After initial edit to remove all data takes except desired, open and resave in SPA.

SPA will properly re-sort the file.

· Using full PSR delivered to NRT following replan, fun MMO2SPA without switches. Create Excel spread sheet from output .dat 

file and email to Katy Noltimier at ASF. 

Replan Date 

Active Date

First orbit

(14:00 UTC)

(19:00 UTC)


2-SEP


3-SEP


105.337

3-SEP


4-SEP


119.629

4-SEP


5-SEP


133.920

5-SEP


6-SEP


148.212

6-SEP


7-SEP


162.504

7-SEP


8-SEP


176.795

8-SEP


9-SEP


191.080

9-SEP


10-SEP

205.379

10-SEP

11-SEP

219.670

11-SEP

12-SEP

233.962

12-SEP

13-SEP

248.254

13-SEP

14-SEP

262.545

14-SEP

15-SEP

276.837

15-SEP

16-SEP

291.129

16-SEP

17-SEP

305.420

17-SEP

18-SEP

319.712

18-SEP

19-SEP

334.004

19-SEP

20-SEP

    5.295

20-SEP

21-SEP

  19.598

21-SEP

22-SEP

  33.879

22-SEP

23-SEP

  48.170

23-SEP

24-SEP

  62.462

24-SEP

25-SEP

  76.754

25-SEP

26-SEP

  91.045

_________________________________________

Minimum Separation between data takes:

13.25 seconds => 0.0022 orbits (have used 0.0025 for margin)

1 min = 0.009925 orbits

________________________________________

Appendix C.

Timeline of Events

Associated with Power Outage

at

McMurdo GRS 

McMurdo Power Plant Outage 

September 25, 2000

The following is a chronological report of the events at the McMurdo Station Power Plant that occurred shortly after noon on Monday the 25th of September.

A note on the weather conditions. The Station had been in Condition 2 the previous day for visibility due to blowing snow which was forecasted to continue through the following Tuesday.  On Monday the conditions only worsened and by 1158 the station and surrounding area was in Condition 1 for visibility and nearing that for wind speed.

Chronological Events

0600 - PP Technician begins shift.  Units 2,3,5 on-line / Units 1,4,6 standby.

1021 - McMurdo Weather issues a Condition 2 due to visibility.

1050 - 
PP Technician checked fuel tanks during fuel transfer.

1100 - PP Technician performed hourly readings.

1115 - PP Technician checked fan shrouds for icing.

1139 - McMurdo Weather issues a Condition 1 for all areas and Condition 2 for McM.

1158 - McMurdo Weather issues a Condition 1 which includes McM.

1201 - PP Unit 3 off line due to high temperature reading of 196º.  Feeders A&B were 
manually opened to shed load.

1201 -
T-Site experienced total power outage on Feeder D.  There was no indication 
according to PP Supervisor and PP Technician in the Plant that Feeder D had 
opened.

1208 - Units 1&4 were brought on-line.  All fans were noticed to be icing up.

1217 -
Unit 3 was brought back on-line.

1242 - 
After confirming that all was satisfactory with the Linecrew Feeders A&B were 
closed.

1242 -
Approximate time that T-Site was back on-line.  T-Site report states that power 
was off for “approximately 30 minutes.

From 1242 to 1321 PP Technician was working on balancing loads as all Power Plant units were in the process of overheating due to icing problems in the radiators due to 

blowing snow.  PP Supervisor was in the process of clearing ice from radiators that was building at a fast rate.  Unit 6 was brought on-line during this time frame but due to the icing of the radiator would not continue to operate.

1321 - 
Unit 2 went off-line due to overheating and was spraying glycol from the upper-
most surge tank.

1325 -
Units 3&5 off-line due to high water-jacket temperatures.  Feeders A,B & C were 
manually opened to shed load.

It was during this time frame that several volunteers from the community responded to the Power Plant to assist in de-icing the radiators, which by this time were all frozen and in-operable.  It was also during this time that the stand-by generator in Building 155 was placed on-line and power was applied to only the building, not to the B Feeder.

1425 - 
Unit 3 was placed back on-line.

1500 -
Unit 1 was placed in start-up mode.

1505 -
Unit 1 was placed back on-line.

1520 - Unit 5 was placed in start-up mode.

1522 - Unit 5 was placed on-line.  Feeder A was closed.  Units 1,3,4,5 & 6 were on-line 
and all fans reversed.

1524 -
Bldg. 155 was taken off back-up generator which involved re-connecting power 
pole cutouts and preparing to switch to main grid power.

1544 - 
Feeder B was closed.

Feeder Reports

“C” Feeder

Personnel in Bldg. 165 verbally reported the power going off twice, once during the first outage and once during the second outage.  The auto-back up generator worked as it is planned to do.

“D” Feeder

Power Plant personnel manually opened Feeders A&B and did not touch any other feeders during the first power outage from 1201 to 1242.  Feeders A, B & C were manually opened during the power outage from 1321 to 1522.

T-Site reported that power was lost to their facility at approximately 1200 noon.  The circuit breakers to only the equipment were pulled; the circuit breakers to the facility were left on.  During the approximately 30 minutes the power was off at the T-Site the backup generator was never fired up.  The T-Site was notified that the power was back on when the lights came back on.  This information was gathered via verbal report, as it was not reported on the original written report.

Personnel at the BFC verbally report that the power at their building went out at approximately 1145 for only 10 minutes +/-. It stayed on for the rest of the day before SAR team members evacuated them from the building at around 1520.  BFC reports that there were small fluctuations in the power from the initial outage throughout the day but it never went fully off again.

191 Carpenters Shop.  Verbal report that the power went off at approximately 1100 hours and was off for approximately 45 minutes.  With the exception of the time being off almost exactly 1 hour from the actual outage this may be an error in time approximation by personnel there.

“E” Feeder

Crary Lab.  Backup generator came on during the time when both outages occurred. 

“F” Feeder 

Power Plant.  Energized during the power outages.

RPSC Fire Technician reported from his charts of alarms that sounded during the outage time frame of:

B210 @ 1114; B143 @ 1153; B125 @ 1402 & 1403. 

Summary

As witnessed by personnel in town and out on the sea ice the storm intensified from Condition 2 to Condition 1 in only a matter of minutes catching everyone off guard.  This would account for the Plant personnel possibly not being able to notice the fans icing up as there also was a fuel transfer in progress that lasted from 0815 to 1217 in which they were monitoring also.  According to the written SOP the fans had been checked during the hour preceding the outage at 1201 and were found to be in working order.

The question arises as to why Engine 3 shut off on high water-jacket temperature at 196ºf when the preliminary high temperature shutoff is factory set at 197ºf and the shut off is factory set at 208ºf.  This is still being investigated.

Engine 6 was placed on-line from a dead start as indicated in the time-line it should have not shut down so quickly for high water-jacket temperature even though the radiator was iced up and inoperable.  Later when the Plant was on-line and total grid power was available Engine 6 ran fine throughout the night.

There are varying discrepancies from witness accounts as to when their power went off and the duration of the power outage, especially on Feeder D.  According to Power Plant personnel Feeder D was never touched manually and that they never had anything that notified them that it had gone down.

The length of time to restore power is attributed to the units overheating along with the radiator fans freezing and the time it took to restore the systems to operating specifications.

It should be noted that the Plant in part was still supplying power to the station but that the individual feeders were manually turned off to shed the load.  During the second outage Feeders D&E were in a brownout mode while Feeder F was still energized.

Also it has been found that there are no systems in the Power Plant or the Crary Lab that will record power fluctuations on the feeder lines.  Another avenue checked was the Fire Technician for the times the alarms went off but as noted those times do not indicate power failure.

Respectfully,

Bill E. Haals

RPSC Operations Manager 

McMurdo Station

September 29,2000
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Figure – 1. High Priority Science Regions





Figure – 2. First 14-Orbit Sequence





Figure – 3. First and Middle 14-Orbit Sequences





Figure – 4. Addition of ¼ and ¾ Mid-Cycle Orbit Sequences Sequences





Figure – 5. Addition of 1/8 Cycle Sequences





Figure – 6. F-1 Ascending Acquisition Plan





Figure – 7. S-6 Ascending Acquisition Plan





Figure – 8. Complete Ascending Acquisition Plan





Figure – 9. Complete Descending Acquisition Plan





Start Point Edit





Figure-10. Pre-MAMM Start “Hole Fill” Acquisition Coverage








